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Abstract. In this paper we give a description of the coefficients of the asymptotic ex-
pansion of the logarithmic derivative of a family of hypergeometric series. This family
plays an important role in the computation of the reduced genus one Gromov-Witten in-
variants of projective hypersurfaces and the confirmation of Bershadsky, Cecotti, Ooguri,
Vafa (BCOV) conjecture for genus one Gromov-Witten invariants of a generic quintic
threefold by Zinger.
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1. Introduction

In [14] Zinger considered the hypergeometric series

(1) F(w, x) = Fn(w, x) =
∞∑
d=0

xd
∏r=nd
r=1 (nw + r)∏r=d

r=1((w + r)n − wn)
, n ∈ N

which is a deformation of the well-known hypergeometric series,

(2) F(x) = Fn(x) =

∞∑
d=0

(nd)!

(d!)n
xd,

namely, the holomorphic solution of the Picard-Fuchs equation of a certain family of
Calabi-Yau manifolds. The case n = 5 is the most interesting one, because of its appli-
cation in string theory, especially in the prediction of Gromov-Witten invariants (GW-
invariants). The idea of computing GW-invariants using some explicit series goes back
to [3]. In that paper the authors made a conjecture for computing the genus zero GW-
invariant in terms of the Frobenius basis of the differential equation satisfied by F5(x).
This was proved independently by Givental [5], Lian, Lie and Yau [7]. The BCOV con-
jecture [2] is concerned with the genus one case which is confirmed by Zinger. To prove
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this conjecture Zinger first introduced a notion of reduced GW-invariants and found the
following relation

(3) N1,d −N0
1,d =

1

12
N0,d,

where Ng,d (g = 0, 1) are the standard genus g GW-invariants of degree d and N0
1,d is

the reduce one [13]. Then in [14] using deformation (1) he succeeded to compute N0
1,d for

hypersurfaces. In particular for the quintic case the BCOV conjecture follows from (3).
To compute N0

1,d, Zinger needed the behavior of F(w, x) at w = ∞. In [12] the authors

have shown that F(w, x) has a perturbative expansion

(4) F(w, x) ∼ eµ(x)w
∞∑
s=0

Φs(x)w−s (w →∞),

or in other words for fixed x, logF(w, x) = O(w). Thanks to this expansion they have
shown that

(5) µ(x) =

∫ x

0

L(u)− 1

u
du, Φ0(x) = L(x),

where L(x) = (1− nnx)−1/n. After this, with an ordinary differential equation they have
given an inductive method to find all Φs, which according to Zinger may be needed for
computing higher-genus GW-invariants of hypersurfaces.
Unfortunately this method is not useful in practice, because for each Φs, one has to solve a
complicated non homogeneous differential equation and the complicity goes up with s. On
the other hand the first few terms do not give any idea about the general behavior of Φs.
But surprisingly when we take the logarithmic derivative of this perturbative expansion,
we get a quite simpler formula which has been experimentally conjectured in [12]. The
first goal of this article is to prove this conjecture and give a recursive formula for the
coefficients. More precisely we prove the following theorem.

Theorem 1.1. Let F̃(w, x) =
∑∞

s=0 Φs(x)w−s, where Φs are defined in (4). Then

(1) we have

(6) x
∂

∂x
log F̃(w, x) ∼ 1

n

∞∑
s=0

Ps(n,X)

(nwL)s
,

where X = (1−nnx)−1, L = X1/n and each Ps(n,X) ∈ Q[n,X] is a polynomial of
degree s+ 1 in X and 2s+ 1 in n.

(2) Let

(7) P(n,X, T ) =
∞∑
s=0

Ps(n,X)T s,

and

(8)

∞∑
s=0

Ps,i(n,X)T s :=

(
P(n,X, T ) + x

∂

∂x
− (X − 1)T

∂

∂T
)

)i
(1).
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Then for s ≥ 0, Ps(n,X) are given by the following two recursive equations.

Ps,i+1(n,X) =

(
n(X − 1)X

∂

∂X
− s(X − 1)

)
Ps,i(n,X)

+

s∑
r=0

Pr,i(n,X)Ps−r(n,X), i = 1, 2, 3, ...(9)

(10)
s∑
r=1

r∑
i=0

Er,i(n,X)Ps−r,i(n,X) = 0, s = 1, 2, 3, ...

where Er,i(n,X) ∈ Q[n,X] are known.

Remark. In the next section (see equations (19), (20) and (22)) we give a recursive
equation for Er,i(n,X). Using this recursive one can find all Ek,i(n,X). The table below
shows few terms of Er,i.

r Ek,0 Er,1 Er,2
0 1 0 0
1 −n(X − 1) n 0

2 n(n− 1)
( (n−2)(n−11)

24 X − 1
)
(X − 1) −3

2n
2(n− 1)(X − 1) n(n−1)

2

Then we study the coefficients of Ps(n,X) with respect to n. Our motivation is the
experimental computation and the conjecture which was given in [12] for the leading
coefficient of Ps(n,X). We state this in the following theorem.

Theorem 1.2. Let

P̂(X,T ) =

∞∑
s=−1

ρs(X)T s,

be the generating function of polynomials {ρs(X)}s≥0, with an extra term ρ−1(X) = logX,
where ρs(X) for s ≥ 0, is the leading coefficient of Ps(n,X) with respect to n. Then we
have

P̂(X,T ) = −
∞∑
n=1

Uqn−
1
2

1− Uqn−
1
2

,

where q = eT , U = 1− 1
X . Furthermore for each s ≥ −1

(11) ρs(X) = αs+1es+1(X),

where

(12)
∑
k≥0

αk t
k =

t/2

sinh t/2
= 1− 1

24
t2 +

7

5760
t4 − 31

967680
t6 + · · ·

and ek(X) are defined inductively by

(13) e0(X) = logX, ek+1(X) = X(X − 1)
∂

∂X
ek(X), k ≥ 0.

The method which we use to prove Theorem 1.2 theoretically can be applied for the
rest of coefficients but in practice it is hopeless to find a concrete solution. Instead we
show a description of the structure (see Section 5, Theorem 5.1). Roughly speaking we
show that the image of the `’s top coefficient of Ps(n,X) when s varies under a map (we
call it the Euler map) belongs to the field of elementary functions.
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The text is organized in the following way. In section 2 first we review those parts of
the article [12] which we need in our proofs and then we prove Theorem 1.1. In section
3 we give a proof for Theorem 1.2. In Section 4 we introduce some algebraic formalism
concerning Euler polynomials and Bernoulli numbers which will be needed later. Finally
in Section 5 we prove the main theorem concerning the structure of the coefficients of
Ps(n,X).

2. Asymptotic expansion for F(w, x) and its logarithmic derivative

2.1. Review on the computation of Φs(x). In this part we review briefly the recursion
for Φs(x) given in [12]. Denote D = x d

dx and Dw = D+w. The function F(w, x) satisfies
the ODE

(14)
(
Dn
w − wn − x

n∏
j=1

(nDw + j)
)
F = 0,

From the first equation of (5) we have Dwe
µw = eµwD̃w, where D̃w = D + Lw. The

function F̃(w, x) = e−µ(x)wF(w, x) satisfies the differential equation LF̃ = 0, where L is
the differential operator

L = Ln
(
D̃n
w − x

n∏
j=1

(nD̃w + j)
)

(15)

D̃n
w − (Lw)n − (Ln − 1)

n∑
r=1

Sr(n)

nr
D̃n−r
w ,(16)

where Sr(n) denotes the rth elementary symmetric function of 1, 2, · · · , n. By induction

on k, the powers of D̃w are given by

(17) D̃k
w =

k∑
m=0

D̃m
w (1)Dk−m.

A second induction gives the formula

(18) D̃m
w (1) =

m∑
j=0

Hm,j(X)(Lw)m−j ,

where X = Ln and

(19) Hm,k(n,X) =
k∑
j=1

(
m

j + k

)
Qk,j(n,X),

with Qk,j ∈ Z[n−1, X] defined inductively by

(20) Q0,j = δ0,j , Qk,j = (X − 1)

(
XQ′k−1,j +

jQk−1,j + (k + j − 1)Qk−1,j−1

n

)
k ≥ 1.

Using (17),(18), we can expand L as L =
∑n

k=1(Lw)n−kLk, with

(21) Lk =
k∑
i=0

Ek,i(n,X)

nk−i
Di,
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where

Ek,i(n,X) =

(
n

i

)
Hn−i,k−i(n,X)nk−i

− (X − 1)
k−i∑
r=1

(
n− r
i

)
Sr(n)Hn−i−r,k−i−r(n,X)nk−i−r,(22)

Combining the differential equation LF̃ = 0, with the asymptotic expansion F̃(w, x) =∑∞
s=0 Φs(x)w−s, we obtain the following first order ODEs for Φs:

(23) L1(Φs) +
1

L
L2(Φs−1) +

1

L2
L3(Φs−2) + · · ·+ 1

Ln−1
Ln(Φs−n+1) = 0, s ≥ 0,

with the initial condition Φs(0) = δ0,s.

In the case s = 1 we have L1(Φ1) + 1
LL2(Φ0) = 0. From (21) and Table 1 we have

L1 = nD − (X − 1)(24)

L2 =

(
n

2

)
D2 − 3(n− 1)

2
(X − 1)D +

n− 1

n

((n− 2)(n− 11)

24
X − 1

)
(X − 1),(25)

It turns out

Φ1(x) =
(n− 2)(n+ 1)

24n
(L(x)− L(x)n),

Φ2(x) =
(n− 2)2(n+ 1)2

2(24n)2
(L− 2Ln + L2n−1),

and in general Φs(x) for fixed s and n varying is an element of Q[n±1, L±1, X], where
X = Ln (See [12]).

2.2. Proof of Theorem 1.1. Before giving the proof of Theorem 1.1 we will show how
the recursive equations (9),(10) uniquely work. First for each s ≥ 1 with equation (10) and
given all Ps′,i(n,X) with s′ < s − 1 we find Ps−1(n,X). Since Es,i(n,X) and Ps′,i(n,X)
are polynomials, therefore Ps−1(n,X) which is uniquely determined in this way will be a
polynomial. With this information and equation (9) we find Ps−1,i(n,X) for all i > 1. We
show this procedure in some examples. From equation (10) we have

P0 = −E1,0.

Now with equation (9)

P0,2 = n(X − 1)X
d

dX
P0 + P 2

0 , P0,3 = (X − 1)X
d

dX
P0,2 + P0P0,2.

Now equation (10) for s = 2 says

P1 = −(E2,0 + E2,1P0 + E2,2P0,2),

so we can find P1. Now using equation (9) for s = 1,

P1,2 = (X − 1)(nX
d

dX
− 1)P1 + 2P0P1.

Finally for s = 3:

P2 = −(E3,0 + E3,1P0 + E3,2P0,2 + E3,3P0,3

+E2,1P1 + E2,2P1,2),
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and we can find P2.

P0(n,X) = X − 1,

P1(n,X) = −(n+ 1)(n− 1)(n− 2)

24
(X − 1)X,

P2(n,X) = 0.

We define

(26)
∞∑
s=0

Ψs,i(n, x)T s :=

∑∞
s=0D

i Φs(n, x)T s∑∞
s=0 Φs(n, x)T s

,

where D = x d
dx . We notice that

∞∑
s=0

Ψsw
−s :=

∞∑
s=0

Ψs,1w
−s = x

∂

∂x
log F̃(w, x).

By differentiating from equation (26) we have

∞∑
s=0

DΨs,iT
s =

∑∞
s=0D

i+1ΦsT
s∑∞

s=0 ΦsT s
−
∑∞

s=0D
iΦsT

s∑∞
s=0 ΦsT s

.

∑∞
s=0DΦsT

s∑∞
s=0 ΦsT s

,

or

(27)
∞∑
s=0

Ψs,i+1T
s =

∞∑
s=0

DΨs,iT
s + (

∞∑
s=0

Ψs,iT
s)(
∞∑
s=0

ΨsT
s).

We claim that

(28)
s∑
r=0

r∑
i=0

1

nr−iLr−1
Er,iΨs−r,i = 0, s = 1, 2, 3, ...

For the moment let us assume that it is true and we show by induction on s,that

(29) Ψs,i =
Ps,i(n,X)

ns+iLs
,

where Ps,i(n,X) ∈ Q[n,X] are given by the recursive equations (9),(10). For s = 0, i = 1
we have

Ψ0 =
DΦ0

Φ0
=
DL

L
= Y =

X − 1

n
=
P0

n
.

Now if (28) is true for s′ ≤ s and i′ < i+ 1, from equation (27) for Ψs,i+1 we have

Ψs,i+1 = DΨs,i +
s∑
r=0

Ψr,iΨs−r,1

= D(
Ps,i(n,X)

ns+iLs
) +

s∑
r=0

Pr,i(n,X)

nr+iLr
.
Ps−r,i(n,X)

ns−r+iLs−r

=
nDPs,i − s(X − 1)Ps,i

ns+i+1Ls
+

s∑
r=0

Pr,i(n,X)Ps−r,i(n,X)

ns+i+1Ls
.

We note that D = x d
dx = X(X − 1) d

dX . Hence from equation (9) we obtain

Ψs,i+1 =
Ps,i+1(n,X)

ns+i+1Ls
.
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Now coming back to equation(28) we get

(30) Ψs−1 =
−1

nsLs−1
(Es,0 +

s∑
r=2

r∑
i=1

Er,iPs−r,i),

therefore from (10) we find

Ψs−1 =
Ps−1(n,X)

nsLs−1
,

which completes the induction step. The only thing is to prove the identity (28). We show
this identity by induction on s.
For s = 1 we have to check that

1

n
E1,0 + E1,1Ψ0 = 0,

but E1,0 = −nY and E1,1 = n. Therefore we have to show that Ψ0 = Y. But by definition
(26) for i = 1 we have

(31)
∞∑
s=0

ΨsT
s =

∑∞
s=0DΦsT

s∑∞
s=0 ΦsT s

= Y +O(T ).

Hence the identity is true for s = 1. Now suppose that the identity is true for all s′ < s,
then from definition (26)

DΦs =
s∑
i=0

ΦiΨs−i = LΨs + Y Φs +
s−1∑
i=1

ΦiΨs−i.

From (24) we have

(32) Ψs =
1

L
(
1

n
L1(Φs)−

s−1∑
j=1

ΦjΨs−j).

From (23) we have

L1(Φs) = −
s+1∑
r=2

1

Lr−1
Lr(Φs+1−r) = −

s+1∑
r=2

r∑
i=0

Er,i
nr−i−1Lr−1

Di(Φs−r+1).

Plugging this into (32) we find

Ψs = −
s+1∑
r=2

r∑
i=0

Er,i
nr−iLr

Di(Φs−r+1)− 1

L

s−1∑
j=1

ΦjΨs−j .

Now using the induction step for Ψs−j,1, 1 ≤ j ≤ s− 1, in the last equation we find

Ψs =−
s+1∑
r=2

r∑
i=0

Er,i
nr−iLr

Di(Φs−r+1)

+
s−1∑
j=1

s−j+1∑
r=2

r∑
i=1

ΦjEr,iΨs−j+1−r,i
nr−iLr

+

s−1∑
j=1

ΦjEs−j+1,0

ns−j+1Ls−j+1

= −
s+1∑
r=2

r∑
i=1

Er,i
nr−iLr

Di(Φs−r+1) − Es+1,0

ns+1Ls
(33)

+

s−1∑
j=1

s−j+1∑
r=2

r∑
i=1

ΦjEr,iΨs−j+1−r,i
nr−iLr

.
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For fixed 2 ≤ r ≤ s+ 1 and 1 ≤ i ≤ r, from the definition of Ψs,r (equation (26)) we have

Ψs−r+1,i =
1

L
(Di(Φs−r+1)−

s−r+1∑
j=1

ΦjΨs−j+1−r,i).

Applying this identity in (33) follows

Ψs = − Es+1,0

ns+1Ls
−

s+1∑
r=2

Er,iΨs−r+1,i

nr−iLr−1
,

which completes the induction step.
For the degree of X, we see from the recursive equation of Hm,j by a simple induction

that in this case the degree of X for Hk,j is j, so the degree of Ek,i(n,X) will be k− i and
from the recursive equation (9), the result follows.
For the degree of n from (19) and (20) one can easily check that the degree of n in
Ek,i(n,X) is 2k − i. From this and the recursive equation (10) we find the result.

3. Structure of the leading coefficient of Ps(n,X)

3.1. Proof of Theorem 1.2. In Theorem 1.1 we can consider Ps(n,X) as a function of
n and we can write

(34) Ps(n,X) = ρs(X)n2s+1 + · · · .

In this section we study the generating function of {ρs(X)}s≥0, the leading coefficient of
Ps(n,X) and we give a complete description for it. By experiment we find

ρ0(X) = ρ2(X) = ρ4(X) = 0,

and

ρ1(X) =
−1

24
(X2 −X),

ρ3(X) =
7

5760
(6X4 − 12X3 + 7X2 −X),

ρ5(X) = − 31

967680
(120X6 − 360X5 + 390X4 − 180X3 + 31X2 −X).

These results motivated the authors in [12] to guess that ρs(X) = αs+1es+1(X), where αk
and ek(X) are defined in (12), (13). For k ≥ 1, ek(X) are called Euler polynomials (do

not confuse with the classical Euler polynomials, Ek(x), which are given by the 2etx

ex+1 =∑∞
t=0Ek(x) t

k

k! ). For example we have e2(X) = X2 −X, e3(X) = 2X3 − 3X2 +X, and in
general

(35) ek(X) =
k∑
i=1

(−1)k−i(i− 1)!

{
k

i

}
Xi ∈ Z[X],

where
{
k
l

}
is a Stirling number of the second kind.

Lemma 3.1. Let U := 1− 1
X , then ek(X) is a power series in terms of U . More precisely

(36) ek(X) =
∞∑
d=1

dk−1Ud, k ≥ 0
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Proof. Let us denote the right hand side of (36) by εk(U). Then we see that by definition

ε0(U) = − log(1− U) = logX = e0(X), εk+1(U) = U
∂

∂U
εk(U)

Now for k ≥ 1, it suffices to note that U ∂
∂U = X(X−1) ∂

∂X . The result follows by a simple
induction. �

In this section we prove Theorem 1.2. We give the proof in some steps.
Let ak,i(X) and ρs,i(X) be the leading coefficients of Ek,i(n,X) and Ps,i(n,X) respectively.
From recursive equations (9) and (10) we have

s∑
r=1

r∑
i=0

ar,i(X)ρs−r,i(X) = 1,(37)

ρs,i+1(X) = Dρs,i(X) +

s∑
r=0

ρr,i(X)ρs−r(X).(38)

Lemma 3.2. Let k ≥ i ≥ 0,

(39) ak,i(X) = lim
n→∞

Ek,i(n,X)

n2k−i ,

be the leading term of Ek,i(n,X). Then

ak,i(X) =
1

i!
ak−i,0(X).

Proof. Let qk,j(X) and hk(X) be the leading coefficients of Qk,j(n,X) and Hn,k(n,X)
respectively (here k and j are fixed with n→∞).

Qk,j(n,X) = qk,j(X)n−j +O(n−j−1).

The first few terms are

q1,1(X) = X − 1,

q2,1(X) = X(X − 1), q2,2(X) = 3(X − 1)2,

q3,1(X) = X(X − 1)(2X − 1), q3,2(X) = 10X(X − 1)2, q3,3(X) = 15(X − 1)3.

From equation (19) we have

Hn,k(n,X) =
k∑
j=1

(
n

k + j

)
Qk,j(n,X) =

k∑
j=1

nk+j

(k + j)!
qk,j(X)n−j +O(nk−1).

Hence

(40) hk(X) =
k∑
j=1

qk,j(X)

(k + j)!
.

We note that

Sr(n) =
1

2rr!
n2r +O(n2r−1),
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so from equation (22) we find

ak,i(X) =
hk−i(X)

i!
− (X − 1)

k−i∑
r=1

hk−i−r(X)

2r.r! i!

=

k−i∑
j=1

qk−i,j(X)

i! (k − i+ j)!
− (X − 1)

k−i∑
r=1

k−i−r∑
j=1

qk−i−r,j(X)

2r.r! i! (k − i− r + j)!

=
1

i!
ak−i,0(X).

�

Now we set

(41) A0(X,T ) :=
∞∑
k=0

ak,0(X)T k,

and

(42) R(X,T, Z) :=

∞∑
i=0

Pi(X,T )
Zi

i!
,

where

(43) Pi(X,T ) :=

∞∑
s=0

ρs,i(X)T s,

(note that P1 = P(X,T ) =
∑

s≥0 ρs(X)T s).

Hence we can rewrite equation (37) in the following compact form

(44) A0(X,T )R(X,T, T ) = 1.

Also from (38) we have

(45) Pi(X,T ) = (D + P)i(1) i ≥ 0,

where D = (X − 1)X ∂
∂X = U ∂

∂U . Hence from equation (45) we have

R(X,T, Z) =
∞∑
i=0

Pi(X,T )
Zi

i!
=
∞∑
i=0

(D + P)i(1)
Zi

i!

= exp
( ∞∑
i=1

Di−1P(X,T )
Zi

i!

)
= exp(P̃(UeZ , T )− P̃(U, T )),(46)

where P̃(U, T ) =
∫ U

0 P( 1
1−z , T )dzz .

The next step is to find a closed form for A0(X,T ) and R(X,T, Z).

Proposition 3.1. Let

(47) H(X,T, Z) =
∞∑

j,k=0

qk,j(X)
T j+kZj

(j + k)!
.

be the generating function of {qk,j(X)}k,j≥0, where qk,j(X) is the leading coefficient of
Qk,j(n,X).
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i) We have
H(X,T, Z) = exp(Zh(X,T )),

where

h(X,T ) =

∞∑
k=1

ek(X)
T k+1

(k + 1)!
= Li2(U)− Li2(UeT ) + T log(1− U),

with U = 1− 1
X and

Li2(z) =

∫ z

0
− log(1− u)

u
du =

∞∑
n=1

zn

n2

is the dilogarithm function.

ii) We have

A0(X,T ) = H(X,T, T−1)
(
1− (X − 1)(eT/2 − 1)

)
.

Proof. From (20) we find

(48) qk,j(X) = (X − 1)Xq′k−1,j(X) + (X − 1)(j + k − 1)qk−1,j−1(X).

Hence H(X,T, Z) satisfies the following homogeneous linear differential equation

(49) [
∂

∂T
−X(X − 1)

∂

∂X
− ZT (X − 1)]H = 0.

We can write H = exp(h0(X,T, Z)) for some h0, which satisfies( ∂
∂T
−X(X − 1)

∂

∂X

)
h0 = ZT (X − 1).

It follows that h0(X,T, Z) = Zh1(X,T ) and h1(X,T ) satisfies

(50)
( ∂
∂T
−X(X − 1)

∂

∂X

)
h1 = T (X − 1).

Now let h1(X,T ) =
∑∞

k=2 ẽk(X)T
k

k! , then from (50) follows that

ẽ2(X) = X − 1, ẽk+1(X) = X(X − 1)
∂

∂X
ẽk(X) k ≥ 2,

which is exactly the definition of ek(X), and therefore h1(X,T ) = h(X,T ). The function
h(X,T ) is obtained from

g(X,T ) =
∞∑
k=1

ek(X)
T k−1

(k − 1)!
,

by two times integrating respect to T . But by Lemma 3.1

g(X,T ) =
∞∑
k=1

εk(U)
T k−1

(k − 1)!

=
∞∑
k=1

Dk−1ε1(U)
T k−1

(k − 1)!

=
UeT

1− UeT
.(51)

Therefore

h(X,T ) =

∫ T

0
G(X, t)dt,
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where

G(X,T ) =

∫ T

0
g(X, t)dt =

∫ T

0

Uet

1− Uet
dt = log(1− U)− log(1− UeT ).

Finally

h(X,T ) =

∫ T

0
log(1− Uet)dt+

∫ T

0
log(1− U)

= Li2(U)− Li2(UeT ) + T log(1− U).(52)

For the second part we have

A0(X,T ) =
∞∑

j,k=0

qk,j(X)

(j + k)!
T j − (X − 1)

k∑
r=1

∞∑
j,k=0

qk−r,j(X)

2r.r! (j + k − r)!
T k

=

∞∑
j,k=0

qk,j(X)

(j + k)!
T k − (X − 1)

∞∑
r=1

T r

2r.r!

∞∑
j,k=0

qk,j(X)

(j + k)!
T j

= H(X,T, T−1)
(
1− (X − 1)(eT/2 − 1)

)
.

�

Lemma 3.3. Let S(X,T ) ∈ Q[X][[T ]], such that

(53)
∞∑
i=1

Di−1S(X,T )
T i

i!
= 0,

where D = X(X − 1) d
dX . Then S(X,T ) is identically zero.

Proof. We have D = U d
dU = d

d log V where U = eV = 1 − 1
X . We set S̃(U, T ) = S(X,T ).

Differentiating once more from equation (53), we get

0 =

∞∑
i=1

DiS(X,T )
T i

i!

=
∞∑
i=1

(U
d

dU
)iS̃(U, T )

T i

i!
= S̃(UeT , T )− S̃(U, T ).

It follows that S̃(UeT , T ) = S̃(U, T ). Now let S̃(U, T ) =
∑∞

i=0 s̃i(U)T i, and k be the
smallest indice such that s̃k(U) 6= 0. We have

0 = S̃(UeT , T )− S̃(U, T ) = T k[s̃k(Ue
T )− s̃k(U)] + T k+1O(T ) +O(T k+2)

= T k[s̃′k(U)T +O(T 2)] +O(T k+2) = T k+1s̃′k(U) +O(T k+2).

Hence this implies that s̃k(U) is constant. Substituting this into (53) we get

[s̃k(U)T k +O(T k+1)]T +O(T k+1)
T 2

2!
+ ... = 0

Hence s̃k(U) ≡ 0 and consequently S(X,T ) ≡ 0. �

Now we are ready to proof Theorem 1.2.
From (44) we have

logA0(X,T ) + logR(X,T, T ) = 0.

Hence by the second part of Proposition 3.1

(54) logH(X,T, T−1) + log
(
1− (X − 1)(eT/2 − 1)

)
+ logR(X,T, T ) = 0.
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We have

log
(
1− (X − 1)(eT/2 − 1)

)
= − log(1− U) + log

(
1− UeT/2

)
.

Plugging this in to (54) and using the first part of Proposition 3.1 and equation (46) we
find

(55) P̃(U, T )− P̃(UeT , T ) = log
(
1− UeT/2

)
+

1

T
(Li2(U)− Li2(UeT )).

Let

(56) S(U, T ) = −P̃(U, T ) +
1

T
Li2(U) +

∞∑
k=1

log
(
1− Ue(k− 1

2
)T
)
.

From (55) we find that, S(UeT , T ) = S(U, T ). Hence by Lemma 3.3 we have S(U, T ) = 0
and

(57) P̃(U, T ) =
1

T
Li2(U) +

∞∑
k=1

log
(
1− Ue(k− 1

2
)T
)
.

But by definition

P̃(U, T ) =

∫ U

0
P(

1

1− z
, T )

dz

z
.

Hence Theorem 1.2 follows from (57) by derivative with respect to U and the fact that

P̂ = P − 1
T log(1− U).

The only thing is to show that ρs = αs+1es+1. From the first part we have

P̂(X,T ) = −
∞∑
m=1

(∑
n>0
odd

qnm/2
)
Um

=
1

2

∞∑
m=1

(
1

sinhmT/2

)
Um

=
∞∑
m=1

( ∞∑
k=0

αk(mT )k−1

)
Um =

∞∑
k=0

αkEk(U)T k−1.

3.2. Elliptic property. The interesting point about Theorem 1.2 is that up to an el-

ementary function and a shift z → z + τ/2, P̂(X,T ) is quite similar to ”half” of the
Weirestrass ζ-function, i.e., ζ(τ, z) = d

dz log θ(τ, z) + η(1)z, where

θ(τ, z) =
∑
n∈Z

(
−4

n
)qn

2/8yn/2 = q1/8y1/2
∞∏
n=1

(1− qn)(1− qny)(1− qn−1y−1),

is a theta function with q = e2πiτ , y = e2πiz and η : Λτ → C the quasi-period homomor-
phism associated to Λτ = Z + τZ.
If w ∈ Λ and w

2 /∈ Λ, then

(58) η(w) = 2 ζ(
1

2
w; τ).

Hence we have

1

2πi
ζ(τ, z) =

1

2
+

1

2πi
η(1)z −

∞∑
n=1

(
qny

1− qny
− qn−1y−1

1− qn−1y−1

)
.
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Using the above equation and (58) we find

1

(2πi)2
η(1) = − 1

12
+ 2

∑
n≥1

qn

(1− qn)2
.

Now by extending the recursive equation to s ≥ −1 we can define

(59) R̂(X,T, Z) =

∞∑
i=0

P̂i(X,T )
Zi

i!
,

where P̂i(X,T ) =
∑∞

s=−1 ρs,i(X)T s. Then using equations (46) and (57) we find

R̂(X,T, Z) = exp
(
P̃(UeZ , T )− P̃(U, T )

)
= exp

(∑
n≥1

log(1− UeZe(k− 1
2

)T )−
∑
n≥1

log(1− Ue(k− 1
2

)T )
)

=

∏
n≥1(1− UeZe(k− 1

2
)T )∏

n≥1(1− Ue(k− 1
2

)T )
=

(Uq
−1
2 eZ ; q)∞

(Uq
−1
2 ; q)∞

,(60)

where q = eT and (x; q)∞ =
∏
n≥1(1− xqn). We notice that by (59) and (60)

P̂(X,T ) =
∂R̂

∂Z
|Z=0 = −

∑
k≥1

Uqk−
1
2

1− Uqk−
1
2

.

We have also

(61) U
∂

∂U
(log R̂) = −

∑
k≥1

UeZqk−
1
2

1− UeZqk−
1
2

+
∑
k≥1

Uqk−
1
2

1− Uqk−
1
2

.

Hence up to a constant, at Z0 = −2 logU ,

U
∂

∂U
(log R̂)|Z=Z0 = − 1

2πi
ζ(τ, z − τ

2
)− 1

2πi
η(1)− 1

2
.

4. The algebra of Euler polynomials and Stirling numbers

So far we have computed the leading coefficient of Ps(n,X). The method which has been
used, theoretically can be applied to the rest of the coefficients, but practically it is almost
impossible because each time the computations become more and more complicated (for
the second top coefficient see [8]). But this is not the end of the story. In Theorem 1.2 if
we look at the leading coefficient and replace es(X) by V s we find

∞∑
s=1

αsV
s =

V

2 sinhV/2
− 1 ∈ Q(V, eV/2)

which is an elementary function. The aim of the rest of this article is to prove such a
statement for the `th top coefficient of Ps(n,X), without giving a closed form for it. This
will be done in Section 5. In this section we introduce some algebraic formalism concerning
Euler polynomials and Stirling numbers which will be needed later and which seems of
interest in itself.
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4.1. Euler multiplication and Euler map. Euler polynomials defined in (35) with 1
form a basis of Q[X] and we can ask what the structure constants defined by ei(X)ej(X) =∑

k cijk ek(X) are. For the classical Bernoulli polynomials and Euler polynomials this
structure was given by N. Nielsen [9]. Similar formula holds for ek(X).

Proposition 4.1. For r, s ≥ 1 we have

er(X).es(X) =
(r − 1)!(s− 1)!

(r + s− 1)!
er+s(X)

+
r+s−1∑
i=1

Bi
i

[
(−1)r−1

(
s− 1

r + s− i− 1

)
+ (−1)s−1

(
r − 1

r + s− i− 1

)]
er+s−i(X),

where Bi is the i-th Bernoulli number.

Proof. Set ẽr(X) =
er(X)

(r − 1)!
and

(62) E(T ) =
∞∑
r=1

ẽrT
r−1 =

ueT

1− ueT
= −B(v + T ),

where B(x) =
ex

ex − 1
=
∑∞

j=1(−1)j
Bj
j!
xj−1 and u = ev. Rewriting Proposition 4.1 in a

new form we find

(63) ẽr ẽs = ẽr+s + (−1)r−1
r+s−1∑
j=r

Bj ẽr+s−j
j (r − 1)! (j − r)!

+ (−1)s−1
r+s−1∑
j=s

Bj ẽr+s−j
j (s− 1)! (j − s)!

.

Hence we have

E(T )E(Z) =
∑
r,s≥1

ẽr(X)ẽs(X)T r−1Zs−1 =
∞∑

r,s=1

ẽr+s(X)T r−1Zs−1

+
∑
j≥r≥1

(−1)r−1 BjT
r−1Zj−r

j (r − 1)! (j − r)!

(∑
q≥1

ẽq(X)Zq−1

)
+(T ↔ Z)

=
∞∑
n=1

ẽn(X)
Tn−1 − Zn−1

T − Z

+ E(Z)
∑
j≥1

(−1)j−1Bj
j!

(T − Z)j−1 + E(T )
∑
j≥1

(−1)j−1Bj
j!

(Z − T )j−1

=
E(T )− E(Z)

T − Z
+

(
B(T − Z)− 1

Z − T

)
E(Z) +

(
B(Z − T )− 1

T − Z

)
E(T )

= B(T − Z)E(Z) + B(Z − T )E(T ).

But B(x) = 1
2(1 + coth(x/2)), and B(−x) = 1−B(x). Therefore to prove the proposition

one has to verify the following identity

1

4

(
1 + coth(

T + v

2
)

)(
1 + coth(

Z + v

2
)

)
=

= −1

4

(
1 + coth(

T − Z
2

)

)(
1 + coth(

Z + v

2
)

)
+(T ↔ Z),

which is straightforward. �

Theorem 4.1. There is a commutative and associative action ∗ on Q[V ], which is defined
by any of the following three properties:
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• eαV ∗ eβV =
eαV+β − eα+βV

eα − eβ
.

(Here we have to consider eV =
∑∞

i=0
V i

i! and ∗ acts on each monomial and com-

paring the coefficient of αiβj in both sides gives the definition for V i ∗ V j. )
• The map

φ : Q[V ]→ (X − 1)Q[X] = Q[e1, e2, · · · ],
sending V i → ei+1 (i ≥ 0) is a ring isomorphism.
• The map ∗ is the composite map Moψ, where ψ defines the isomorphism Q(V )⊗
Q(V ) ' Q(V1, V2) and the map

M : Q[V1, V2]→ Q[V ]

is defined by

M(P (V1, V2)) =

= −2P (0, 0) +

∫ V

0
P (t, V − t)dt−

∞∑
k=1

[
P (−k, V + k) + P (V + k,−k)

]
.(64)

Here the infinite summation in (64) is in the sense of ’zeta summation’, i.e.

(65)
∞∑
k=1

kn−1 = ζ(1− n) =

{ −Bn
n n ≥ 2,

−1
2 n = 1.

Proof. From the first definition the commutativity turns out from the fact that the right
hand side of (4.1) is symmetric respect to α and β, which proves the commutativity. For
associativity we have

(eαV ∗ eβV ) ∗ eγV

=
eβ

eα − eβ
(eαV ∗ eγV )− eα

eα − eβ
(eβV ∗ eγV )

=
eβ

eα − eβ
(eαV+γ − eα+γV

eα − eγ
)
− eα

eα − eβ
(eβV+γ − eβ+γV

eβ − eγ
)

= S(α, β, γ) + S(β, γ, α) + S(γ, α, β)

where

S(α, β, γ) =
1

(eα−β − 1)(eα−γ − 1)
eαV .

This proves the associativity.

Now for equivalency, for r + s ≥ 1, by definition of M , we have

M(V r−1
1 V s−1

2 ) =

∫ V

0
tr−1(V − t)s−1 dt

+
∞∑
k=1

(−k)r−1(V + k)s−1 +
∞∑
k=1

(−k)s−1(V + k)r−1

=
(r − 1)!(s− 1)!

(r + s− 1)!
V r+s−1

+

s∑
j=0

(−1)r−1Bj+r
j + r

(
s

j

)
V s−j−1 + (r ↔ s),
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which exactly by Proposition 4.1 equals the inverse image of φ−1(eres). Finally from the
above equation we have

M

(
(αV1)r−1

(r − 1)!

(βV2)s−1

(s− 1)!

)
= αr−1βs−1 V r+s−1

(r + s− 1)!

+
r+s−1∑
j=r

Bj
j!

(
j − 1

r − 1

)
(−α)r−1βj−r

(βV )s+r−j−1

(s+ r − j − 1)!
+ (α↔ β).(66)

Summing over all r, s ≥ 1 we find

M(eαV1+βV2) =
eαV − eβV

α− β
+ eβV

∞∑
j=1

Bj
j!

(β − α)j−1 + eαV
∞∑
j=1

Bj
j!

(α− β)j−1

=
eαV − eβV

α− β
+ eβV (

1

eβ−α − 1
− 1

β − α
) + eαV (

1

eα−β − 1
− 1

α− β
)

=
eαV+β − eα+βV

eα − eβ
= eαV ∗ eβV .

�

Definition. We define the Euler map

Φd : Q[V1, · · · , Vd]→ Q[X] [T ]

on the basis {V i1
1 · · ·V

id
d } by

(67) Φd(V
i1

1 · · ·V
id
d ) =

{
ei1(X) · · · eid(X)T i1+···id if i1, · · · , id ≥ 1,

0 otherwise,

where ei(X) (i ≥ 1) are Euler polynomials and this map is extended by linearity.
We notice that Φd is not injective for d > 1. From Lemma 3.1 (the alternative definition

for Euler polynomials) for every h ∈ Q[V1, · · · , Vd] we can represent Φd as follows:

(68) Φd

(
V1 · · ·Vdh(V1, · · · , Vd)

)
=

∑
m1,··· ,md≥1

h(m1T, · · · ,mdT )T dUm1+···md .

Proposition 4.2. Let Ed = V1 · · ·VdQ[V1, · · · , Vd]. Then there is an associative and
commutative multiplication ? on E1 such that For d > 1, the map Φd on Ed is the composite
of

Ed ' E⊗d1
?−→ E1

Φ1−→ Q[X][T ].

Proof. Since multiplication by V gives an isomorphism VQ[V ] ' Q[V ], hence we can define
? on VQ[V ] as V i ? V j = V.(V i−1 ∗V j−1), where ∗ is already constructed in Theorem 4.1.
The statement follows. �

Now by linearity one can extend the map Φd to Q[[V1, · · · , Vd]], the completion of
Q[V1, · · · , Vd]. We have the following lemma.

Lemma 4.1. Let Ed = V1 · · ·VdQ[[V1, · · · , Vd]]. Then the following two diagrams are
commutative:

Ed
Φd−−−−→ Q[X] [[T ]]

(V1+···+Vd).

y yTX(X−1) ∂
∂X

Ed
Φd−−−−→ Q[X] [[T ]]
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and

Ed
Φd−−−−→ Q[X] [[T ]]

V1
∂

∂V1
+···+Vd ∂

∂Vd

y yT ∂
∂T

Ed
Φd−−−−→ Q[X] [[T ]]

Proof. We recall that D = X(X − 1) ∂
∂X and D(ei) = ei+1, so the map Φ1 : V1Q[[V1]] →

Q[X][[T ]] satisfies

Φ1(V1f(V1)) = TDΦ1(f(V1)),

for any function f(V1) ∈ V1Q[[V1]]. Now by extending to d variables we find that

Φd

(
(V1 + · · ·+ Vd)f(V)

)
= TDΦd(f(V)),

for any function f(V) ∈ V1 · · ·VdQ[[V]], where V = (V1, · · · , Vd).
One can also see this from (68). We have

TDΦd(V1 · · ·Vdh(V)) =
∑

(m1 + · · ·md)h(m1V1, · · · ,mdVd)U
m1+···md

= Φd

(
(V1 + · · ·+ Vd)V1 · · ·Vdh(V)

)
.

The commutativity of the second diagram is obvious by definition. �

4.2. Review of Stirling Numbers. The number of permutations of n symbols which
have exactly m cycles is called a Stirling number of the first kind and equals

[
n
m

]
, where[

n
m

]
given by the following generating functions:

x(x− 1) · · · (x− n+ 1) =
n∑

m=0

(−1)n−m
[
n

m

]
xm,(69)

log(1 + y)m

m!
=
∞∑
n=m

(−1)n−m
[
n

m

]
yn

n!
.(70)

For example [
n

1

]
= (n− 1)!,

[
n

2

]
= (n− 1)! (1 +

1

2
+ · · ·+ 1

n− 1
).[

n

n− 1

]
=

(
n

2

)
,

[
n

n− 2

]
=

3n− 1

4

(
n

3

)
,

[
n

n− 3

]
=

(
n

2

)(
n

4

)
.

The number of ways of partitioning a set of n elements into m non-empty subsets is
called a Stirling number of the second kind and denoted by

{
n
m

}
. We have the following

generating functions for them:

xn =
n∑

m=0

{
n

m

}
(x)m,(71)

(ey − 1)m

m!
=

∞∑
n=m

{
n

m

}
yn

n!
,(72)

zm

(1− z) · · · (1−mz)
=
∞∑
n=m

{
n

m

}
zn,(73)
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where (x)m = x(x− 1) · · · (x−m+ 1) is the Pochhammer symbol. For example{
n

1

}
= 1,

{
n

2

}
= 2n−1 − 1,

{
n

3

}
=

1

2
(3n−1 + 1)− 2n−1.{

n

n

}
= 1,

{
n

n− 1

}
=

(
n

2

)
,

{
n

n− 2

}
=

(
n

2

)
3n2 − 11n+ 10

12
.

Stirling numbers, like binomial coefficients, can be defined by recursive equations:[
n+ 1

m

]
= n

[
n

m

]
+

[
n

m− 1

]
,(74) {

n+ 1

m

}
= m

{
n

m

}
+

{
n

m− 1

}
.(75)

One of the advantage of these definitions is that they hold for all integers n,m, and we
have the following duality law discovered by D. Knuth

(76)

{
n

m

}
=

[
−m
−n

]
.

Now let Sp(r, n) (where r is omitted if it equals 0), be the pth elementary symmetric
function of r, r + 1, · · · , n. For r = 0, from equation (69) we have Sp(n− 1) =

[
n
n−p
]
. The

following lemma gives a formula for Sp(r,m) in terms of Stirling numbers.

Lemma 4.2. We have for all p, r ≥ 0,

(77) Sp(r, n− 1) =

p∑
v=0

(−1)v
{
v + r − 1

r − 1

}[
n

n− p+ v

]
.

Proof. From (69) follows

(x)r−1(x− r) · · · (x− n+ 1) =
n∑

m=0

(−1)n−m
[
n

m

]
xm.

Now by definition of Sp(r, n) and from (73) we find

n−1∑
p=0

(−1)pSp(r, n− 1)xn−p−r = (x− r) · · · (x− n+ 1)

= (x)−1
r−1

n∑
m=0

(−1)n−m
[
n

m

]
xm =

∞∑
v=0

{
v + r − 1

r − 1

}
x−v−r

n∑
m=0

(−1)n−m
[
n

m

]
xm

=
n∑

m=0

∞∑
v=0

(−1)n−m
{
v + r − 1

r − 1

}[
n

m

]
xm−v−r.

Setting m = n− p+ v in the right hand side of the above equation we get the result. �

Lemma 4.3. We have

i) When m varies, for fixed p,
[
m
m−p

]
is a polynomial of degree 2p of m. More precisely

we have

(78)

[
m

m− p

]
=

2p∑
k=p

cp,k (m)k, p ≥ 0,
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for some rational numbers cp,k given by the formula

(79) cp,k =

k∑
j=1

(−1)k−j+p

j! (k − j)!

[
j

j − p

]

ii) when r,m vary, for fixed p, the coefficient of m2r−p in
[
m+1
m+1−r

]
is
σp(r)

2rr!
, where σp(r)

is a polynomial of degree 2p.
iii) We have for all p, r, i, t, t′, t′′ ≥ 0

(80)

[
m
m−p

]
i!(m− r − i)!

=

2p∑
t=p

t∑
t′=0

t−t′∑
t′′=0

cp,t
(

t
t′,t′′

)
(r)t′

(i− t′′)! (m− i− r − t+ t′ + t′′)!
,

Proof. We set [
m

m− p

]
=
∑
k≥0

cp,k (m)k,

for unknown cp,k. First we want to show that cp,k is zero for k /∈ {p, · · · , 2p}. We set

C(x, y) = e−y(1 + xy)1/x and we claim that the coefficient of xpyk in C(x, y) is (−1)pcp,k.
From (69), (70) we have

(1 + xy)1/x =
∑
m≥0

(x−1)m
xmym

m!
=

∑
m≥p≥0

(−1)p
[

m

m− p

]
xpym

m!

=
∑

m,p,k≥0

(−1)pk!

(
m

k

)
cp,k x

m−p y
m

m!

=
∑
p,k≥0

(−1)pcp,k x
p
∑
m≥k

ym

(m− k)!

= ey
∑
p,k≥0

(−1)pcp,k x
pyk.

Hence we get

(81) C(x, y) =
∑
p,k≥0

(−1)pcp,k x
pyk = e−

xy2

2
u(xy) =

∞∑
d=0

(
−xy2

2

)d u(xy)d

d!
,

where

u(z) = − 2

z2
(log(z + 1)− z) = 1− 2

3
z +

2

4
z2 − 2

5
z3 + · · ·

Since the power of y in the right hand side of (81) is strictly bigger than the power of x
(except d = 0), the left hand side is so and therefore k ≥ p+ 1. Moreover a general term
in the right hand side is xd+ry2d+r, consequently in the left hand side 2p ≥ k.
Now the coefficient of xpyk in C(x, y) in one hand is (−1)pcp,k and on the other hand by

definition is
∑k

j=1

(−1)k−j

j!(k − j)!
[
j
j−p
]
, which gives the formula for cp,k.

For the second part we write[
m+ 1

m− r + 1

]
=

1

2rr!

2r−1∑
k=0

σk(r)m
2r−k,
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and we want to show that for fixed p, σp(r) is a polynomial of degree 2`. Using the
recursive equation (74)

(82)

[
m+ 1

m− r + 1

]
−
[

m

m− r

]
= m

[
m

m− r + 1

]
,

the coefficient of m2r−p in both sides gives us the following identity

(83) σp(r) =

p∑
k=0

(−1)p−kσk(r)

(
2r − k
p− k

)
+ 2r

p−1∑
k=0

(−1)p−k−1σk(r − 1)

(
2r − 2− k
p− k − 1

)
,

or

2r σp−1(r − 1)− (2r − p+ 1)σp−1(r) =

p−2∑
k=0

(−1)p−kσk(r)

(
2r − k
p− k

)

+ 2r

p−2∑
k=0

(−1)p−k−1σk(r − 1)

(
2r − 2− k
p− k − 1

)
.

For p = 1 we find σ0(r) = 1 and by an induction we find the result.
For the third part using the identity

(84) (1 + x)m = (1 + x)r(1 + x)i(1 + x)m−i−r,

the power of xt in both sides gives the following equation(
m

t

)
=
∑

t′,t′′≥0

(
r

t′

)(
i

t′′

)(
m− i− r
t− t′ − t′′

)
.

This equation together with the first part prove the third part. �

5. Structure of the coefficients of Ps(n,X) as a function of n

In this section we prove our main theorem. It says that for each fixed ` ≥ 0 the `th top
coefficient of Ps(n,X) with respect to n is a finite sum of the image of some elementary
functions under the Euler map Φd : Q[[V1, · · · , Vd]] −→ Q[X][[T ]]. To state the theorem
we introduce some notations. Let Kd be the following ring

(85) Kd := Q(V1, · · · , Vd, eV1/2, · · · , eVd/2) ∩Q[[V1, · · · , Vd]].

Then we define

Kd := Φd(Kd)⊗Q[T, T−1] ⊂ Q[X][T−1, T ]]

and we set K =
∑

d≥1Kd.

Lemma 5.1. The space K ⊂ Q[X][[T ]] is closed under multiplication and differentiation.

Proof. The multiplication follows from

Φd

(
F (V1, · · · , Vd)T i

)
.Φd′

(
G(V1, · · · , Vd′)T j

)
=

= Φd+d′
(
F (V1, · · · , Vd)G(Vd+1, · · · , Vd+d′)T

i+j
)
.

The differentiation with respect to T follows from the second diagram of Lemma 4.1 and
the fact that Kd is closed under

∑
i Vi

∂
∂Vi

. �

Corollary 5.1. Suppose a, b ∈ Q[X][[T ]], such that the functions a
b and d

dT (log b) = b′

b are

elements of K. Then a(k)

b ∈ K for all k ≥ 0.
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Proof. This follows by induction on k, because

a(k+1)

b
= (

a(k)

b
)′ +

a(k)

b
.
b′

b
∈ K.

�

Theorem 5.1. Denote by ρ
(`)
s (X) the coefficient of n2s+1−` in Ps(n,X) and

P(`)(X,T ) =
∞∑
s=0

ρ(`)
s (X)T s

the corresponding generating function. Then we have

P(0)(X,T ) ∈ K1, P(`)(X,T ) ∈
2∑̀
d=1

Kd (` ≥ 1).

Remark. The proof is constructive. Indeed we show that there exist effectively com-
putable functions

Π(`,d)(V1, · · · , Vd, T ) ∈ Kd ⊗Q[T, T−1],

such that

(86) P(`)(X,T ) =
2∑̀
d=1

Φd(Π
(`,d)).

Examples. The case ` = 0 is essentially the content of section 3. Indeed from Theorem
1.2 we have

P(0)(X,T ) = P(X,T ) =

∞∑
s=1

αses(X)T s−1 = T−1Φ1

(
S(V )

)
∈ K1.

where S(V ) = V/2
sinh(V/2) .

Similarly the case ` = 1 (the second top coefficient) follows from what we did in [8] (Section
5, Theorem 5.1.1). We have

P(1)(X,T ) = Φ2(Π(1,2)) + Φ1(Π(1,1)),

where

Π(1,2) = T−1S(V1)S(V2)S(V1 + V2) cosh(
V1 − V2

2
),

Π(1,1) = T−1
(
V +

V 2

4

)
S(V )− T−1V

2

2
S′(V )− V

6
S(V ).

5.1. Statements of auxiliary results. To prove Theorem 5.1 we will need some propo-
sitions and a theorem that we state in this section. The proofs will be given in the next
section. Recall the definition of Ps,i(n,X) from (8). We can write

Ps,i(n,X) =

2s+1∑
`=0

ρ
(`)
s,i (X)n2s+i−`, (s ≥ 0, i ≥ 1).

For i ≥ 1 we set

(87) P(`)
i (X,T ) :=

∞∑
s=0

ρ
(`)
s,i (X)T s, P(`)

0 = δ0`.

We define also

(88) R`(X,T, Z) :=
∞∑
i=0

P(`)
i (X,T )

Zi

i!
, ` ≥ 0.
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Proposition 5.1. For ` ≥ 1 we have

∞∑
i=1

Di−1P(`)(X,T )
T i

i!
∈

2∑̀
d=1

Kd.

Proposition 5.2. Let

H(X,T, Z,W ) =
∑
j,k≥0

Qk,j(
1

W
,X)

T j+k

(j + k)!
(Z/W )k, W =

1

n
,

where Qk,j(n,X) is defined as in (20). Then H = exp(Z~(X,T,W )), where

(89) ~(X,T,W ) =
1

W

∫ T

0

[(
1− U

1− Uet

)W
−1

]
dt.

Remark. Define coefficients q
(`)
k,j(X) by the expansion

(90) Qk,j(n,X) =

j∑
`=0

q
(`)
k,j(X)n−j−`, (n→∞),

and let H`(X,T, Z) be the coefficient of W ` in H. Then by definition of H we have

(91) H`(X,T, Z) =
∑
j,k≥0

q
(`)
k,j(X)

T j+kZj

(j + k)!
.

We note that in the previous notation in Section 3 H0 = H.
Now let

(92) λp,v(T ) =

∞∑
r=1

σp(r)
{
v+r−1
r−1

}
2rr!

T r, p, v ≥ 0.

where
σp(r)

2rr!
is the coefficient of m2r−p in

[
m+1
m−r+1

]
(see Lemma 4.3).

For example we have

λ0,0(T ) =
∑
r≥1

T r

2rr!
= eT/2 − 1,

λ0,1(T ) =
∑
r≥2

r(r − 1)

2r+1r!
T r =

T 2

8
eT/2,

λ1,0(T ) =
∑
r≥1

r(5− 2r)

3 · 2rr!
T r = (

T

2
− T 2

6
)eT/2.

We notice that for p+ v ≥ 1, e−T/2λp,v(T ) is a polynomial of degree 2(p+ v). In fact for

p ≥ 1 σp(r) ∈ rQ[r] of degree 2p and
{
v+r−1
r−1

}
∈ Q[r] is a polynomial of degree 2v (see

Lemma 4.3, equations (83), (74),(75) and the Knuth duality formula (76)). Therefore we
can write

λp,v(T ) =

p+v∑
i=1

aiD
i(eT/2) ∈ eT/2Q[T ], ai ∈ Q.

Now set

(93) Λ(T,W ) :=
∑
p,v≥0

(−1)vλp,v(T )W v+p = (eT/2 − 1) +
(T

2
− 7

24
T 2
)
eT/2W + · · · .
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Then we have the following theorem, in which Q is considered as known and we are trying
to find R.

Theorem 5.2. Let R(X,T, Z,W ) :=
∑∞

`=0R`(X,T, Z)W `, with R` as in (88). Set

Q(X,T, Z,W ) = H(X,T, Z,W )
(
1− (X − 1)Λ(T,W )

)
.

Then

(94) C(W,T
∂

∂T
)

(
R(X,Z1, T,W )Q(X,T, Z2,W )

)∣∣∣∣
Z1=T, Z2=T−1

= 1,

where

C(x, y) = e−y(1 + xy)1/x = 1− xy
2

2
+ x2(

y3

3
+
y4

8
) + · · · ∈ Q[[x, y]].

Remark. In applying the formula we have to consider (T ∂
∂T )k as T k ∂k

∂Tk .

From Proposition 5.2 and Theorem 5.2 one can compute inductively all R`(X,T, Z)

only on the diagonal Z = T . We explain later how from this we can obtain P(`)(X,T ).
In sections 3 we did this for ` = 0. In the following example we illustrate the theorem by
verifying the case ` = 0 again. We show also how to obtain the case ` = 1.

Example. For ` = 0 the constant term with respect to W in the left hand side of
(94) is R(X,T, T )H(X,T, T−1)(X − (X − 1)eT/2) (recall that R = R0, H = H0), so from
Theorem 5.2 we have

R(X,T, T )H(X,T, T−1)(X − (X − 1)eT/2) = 1,

which is exactly equation (54) for computing the leading coefficient.
For ` = 1 we need to find the coefficient of W in the left hand side of (94). We have(

1− T 2

2
W

∂2

∂T 2

)((
(1− (X − 1)λ0,0)(HR+HR1 +RH1)

)∣∣∣∣
Z1=T, Z2=T−1

+ (X − 1)(λ0,1 − λ1,0)HRW

)∣∣∣∣
Z1=T, Z2=T−1

= 1.

From this by knowing H,H1, R and λ0,0, λ0,1, λ1,0, one can get R1.

5.2. Proof of Theorem 5.1. In this subsection and the next we prove all propositions
and theorems of Section 5. It is organized as follows. First we assume Proposition 5.1 and
we prove Theorem 5.1. Next we prove Proposition 5.1 using Proposition 5.2 and Theorem
5.2. Finally we prove Proposition 5.2. The next subsection is devoted to the proof of
Theorem 5.2.

Proof of Theorem 5.1. Proposition 5.1 says that

∞∑
i=1

Di−1P(`)T
i

i!
=

2∑̀
d=1

Φd(Π̂
(`,d)(V1, · · · , Vd, T )), ` ≥ 1

where Π̂(`,d) ∈ Kd ⊗ Q[T, T−1].

Now we set Π(`,d)(V, T ) = T−1Π̂(`,d)(V, T ) V1+···+Vd
exp(V1+···+Vd)−1 , and we claim that

P(`)(X,T ) =
2∑̀
d=1

Φd(Π
(`,d)(V1, · · · , Vd, T )) ∈

2∑̀
d=1

Kd.

First of all from Lemma 4.1, we have the following commutative diagram:
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Kd
Φd−−−−→ Q[X] [[T ]]

T
exp(V1+···+Vd)−1

V1+···Vd

y y ∞∑
i=1

Ti

i!
Di−1

Kd
Φd−−−−→ Q[X] [[T ]]

This diagram implies that for Q(X,T ) :=
∑
d≥1

Φd(Π
(`,d)), we have

∞∑
i=1

Di−1Q(X,T )
T i

i!
=

∞∑
i=1

Di−1P(`)(X,T )
T i

i!
.

From Lemma 3.3 we conclude P(`)(X,T ) = Q(X,T ) and the proof of the theorem is com-
plete. �

Proof of Proposition 5.1. To prove the statement, we prove (assuming Theorem 5.2
and Proposition 5.2) the following two statements:

A. We show that
R`(X,T, T )

R(X,T, T )
∈

2∑̀
d=1

Kd.

B. We prove

(
R`(X,T, Z)

R(X,T, Z)
−
∞∑
i=1

Di−1P(`)(X,T )
Zi

i!

)∣∣∣∣
Z=T

∈
2`−1∑
d=1

Kd.

These together imply the statement.
Now we start with Statement A. First we show that the left hand side belongs to K and
then we give the upper bound.
From Theorem 5.2 and by expanding the compact form of equation (94), for ` ≥ 1 and
looking for the coefficient of W ` in both sides, we find

(X − (X − 1)eT/2)H(X,T, T−1)R`(X,T, T ) =

= (X − (X − 1)eT/2)
∑

t,p,i,j≥0

∑
i+j=`−p
i<`

cp,t T
t ∂

t

∂T t

(
Ri(X,Z1, T )Hj(X,T, Z2)

)∣∣∣∣ Z1=T,
Z2=T−1

− (X − 1)
∑ ∑

i+j+k=`−p
i<`

cp−v,t T
t ∂

t

∂T t

(
Ri(X,Z1, T )Hj(X,T, Z2)λk,v(T )

)∣∣∣∣ Z1=T,
Z2=T−1

,

(95)

where the first sum runs over t, p, v, i, j, k ≥ 0.

From Lemma 5.1, K is a ring, hence from the above equation to show that
R`(X,T, T )

R(X,T, T )
∈ K,

it is enough to prove that for i < ` and j, t, k ≥ 0

(96)
R

(t)
i (X,Z, T )

R(X,Z, T )

∣∣∣∣
Z=T

,
H

(t)
j (X,T, Z)

H(X,T, Z)

∣∣∣∣
Z=T−1

,
(X − 1)λ

(t)
k,v(T )

X − (X − 1)eT/2
∈ K.
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To verify (96), we see that R′

R ,
H′

H and (X−1)eT/2

X−(X−1)eT/2 are elements of K1 ⊂ K. In fact from

(46) we have

R′(X,Z, T )

R(X,Z, T )

∣∣∣∣
Z=T

=
∞∑
i=1

Di−1P T i−1

(i− 1)!
=

∞∑
i,s=1

αs+1 es+i
T s+i−1

(i− 1)!

= T−1Φ1(
∑
i,s≥1

αs+1
V s+i

(i− 1)!
) ∈ T−1Φ1(K1) ⊂ K1.

From the first part of Proposition 3.1 we have

H ′(X,T, Z)

H(X,T, Z)

∣∣∣∣
Z=T−1

= T−1h′(X,T )

= T−1
∑
k≥1

ek(X)
T k

k!
= T−1Φ1(

∑
k≥1

V k

k!
) ∈ K1,

and finally (X−1)eT/2

X−(X−1)eT/2 =
∑

k≥1 ek(X) Tk−1

2k(k−1)!
∈ K1. Hence from Corollary 5.1 it is

enough to verify (96) only for t = 0. But in that case, the first part of (96) is true by

induction (since i < `) and the last one follows from the fact that λk,v(T ) ∈ Q[T ]eT/2, so
(X − 1)λk,v(T )

X − (X − 1)eT/2
∈ K.

For
Hj

H
, from Proposition 5.2 we have

Hj(X,T, Z)

H(X,T, Z)
|Z=T−1 =

∂j exp
(
Z~(X,T,W )− Zh(X,T )

)
∂W j

∣∣∣∣
W=0, Z=T−1

(recall that by Proposition 52, H(X,T, Z) = exp(Zh(X,T )), or h(X,T ) = ~(X,T, 0)).
But we have

∂j exp(~(W )− h)

∂W j

∣∣
W=0
∈ Q[∂~, ∂2~, · · · , ∂j~]

∣∣
W=0

,

where ∂ denotes ∂
∂W . From Theorem 5.2

∂j~
∂W j

|W=0 =

∫ T

0
logj+1

(
1− U

1− Uet

)
dt =

∫ T

0

( ∞∑
k=1

ek(X)
tk

k!

)j+1

dt

=

∫ T

0

∑
k1,··· ,kj+1≥1

ek1 · · · ekj+1

tk1+···kj+1

k1! · · · kj+1!
dt

= TΦj+1

( ∑
k1,··· ,kj+1≥1

V k1
1 · · ·V

kj+1

j+1

k1! · · · kj+1! (k1 + · · · kj+1 + 1)

)
.

But ∑
k1,··· ,ki+1≥1

V k1
1 · · ·V

kj+1

j+1

k1! · · · kj+1! (k1 + · · · kj+1 + 1)

=

∫ 1

0

(
eV1T − 1

)
· · ·
(
eVj+1T − 1

)
dT =

∑
s

exp(Vs)− 1

Vs
∈ Kj+1,
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where s runs over all subsets of {1, · · · , j + 1} and Vs =
∑

p∈s Vp. As a consequence

Hj(X,T, Z)

H(X,T, Z)

∣∣
Z=T−1∈ K, or more precisely

(97)
Hj(X,T, Z)

H(X,T, Z)

∣∣
Z=T−1 ∈

j+1∑
d=1

Kd, j ≥ 1.

Denote r` the upper bound for the sum of the right hand side of Claim A. We look at the
equation (95). This maximum is obtained in the right hand side of (95), when p = 0 and
for j ≥ 1 we find that

r` = max {r`−j + j + 1|j = 1, · · · , `},
which implies that r` = 2` and the proof of the Statement A is complete.
Now we prove Statement B. From the recursive equation (9) we have

(98) ρ
(`)
s,i+1(X) = Dρ

(`)
s,i (X)− s(X − 1)ρ

(`−1)
s,i (X) +

∑̀
k=0

s∑
r=0

ρ
(k)
r,i (X)ρ

(`−k)
s−r (X).

By (87) this is equivalent to

P(`)
i+1(X,T ) = DP(`)

i (X,T )− (X − 1)ΘP(`−1)
i (X,T )

+
∑̀
k=0

P(k)
i (X,T )P(`−k)(X,T ),(99)

where Θ = T ∂
∂T . Then by (88) we find

d

dZ
R`(X,T, Z) = DR`(X,T, Z)− (X − 1)T

d

dT
R`−1(X,T, Z)

+
∑̀
k=0

P(`−k)(X,T )Rk(X,T, Z).

Hence if we set P(X,T,W ) :=
∑∞

`=0 P(`)(X,T )W ` we have

(100)

(
d

dZ
−D − (X − 1)WΘ

)
R(X,T, Z,W ) = P(X,T,W )R(X,T, Z,W ).

Therefore R = exp(F ) for some F which satisfies(
d

dZ
−D − (X − 1)WΘ

)
F (X,T, Z,W ) = P(X,T,W ),

with the right hand side independent of Z. We write

F (X,T, Z,W ) =

∞∑
k=0

Fk(X,T, Z)W k.

Then we have

(
d

dZ
−D)F0 = P(0) = P,(101)

(
d

dZ
−D)Fk = P(k) + (X − 1)ΘFk−1 (k ≥ 1).(102)
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Equation (101) can easily be solved. We note that R(X,T, 0, 0) = 1, so F0(X,T, 0) = 0,
and we have

(103) F0(X,T, Z) =

∞∑
i=1

Di−1P(X,T )
Zi

i!
,

and for (102) using the identity(
i

j1, · · · , js

)
=

(
i− 1

j1 − 1, j2, · · · , js

)
+ · · ·+

(
i− 1

j1, · · · , js−1, js − 1

)
+

(
i− 1

j1, · · · , js

)
,

one can check directly that the solution of (102) is given by

Fk(X,T, Z) =
∞∑
i=1

Di−1P(k)(X,T )
Zi

i!

+

∞∑
i=1

k∑
s=1

∑
j1,··· ,js≥1

1

s!

(
i− 1

j1, · · · , js

)
ej1 · · · ejsDi−j−1ΘsP(k−s)Z

i

i!
,(104)

where j = j1 + · · ·+ js.
Since k < ` we have by induction

(105) P(k)(X,T, T ) =

2k∑
d=1

Φd(Π
(k,d)), Π(k,d) ∈ Kd ⊗Q[T, T−1].

From Lemma 4.1 and (105) we have

ej1 · · · ejsDi−j−1ΘsP(k−s)(X,T )T i−1 =

=

2(k−s)∑
d=1

k∑
s=1

Φd+s

(
V j1
d+1 · · ·V

js
d+s

(
V1 + · · ·+ Vd

)i−j−1(
V

∂

∂V
+ Θ

)s
Π(k−s,d)

)
,

where V ∂
∂V = V1

∂
∂V1

+ · · ·Vd ∂
∂Vd

. Hence from (104) and the definition of Φd we have

Fk(X,T, T ) =

∞∑
i=1

Di−1P(k)T
i

i!

+ T

k∑
s=1

2(k−s)∑
d=1

Φd+s

(
exp(V1 + · · ·+ Vd+s)− 1

s!
(
V1 + · · ·+ Vd

) (
V

∂

∂V
+ Θ

)s
Π(k−s,d)

)
.

Hence it follows for k < `, that Fk(X,T, T ) ∈ K and the upper bound is 2k − 1 and
consequently by Lemma 5.1, Q[F1, · · · , F`−1] ⊂ K.
For k = `, the same argument gives

(106) [F`(X,T, Z)−
∞∑
i=1

Di−1P(`)(X,T )
Zi

i!
]

∣∣∣∣
Z=T

∈ K.

with the upper bound d = 2`− 1. Hence Claim B is equivalent to

R`(X,T, T )

R(X,T, T )
− F`(X,T, T ) ∈ K

with the upper bound 2`− 1. But we have

R`(X,T, T )

R(X,T, T )
=
∂`R/R

∂W `

∣∣∣∣
W=0

=
∂` exp(F − F0)

∂W `

∣∣∣∣
W=0

= F` +G,
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where G ∈ Q[F1, · · · , F`−1] ⊂ K with upper bound 2` − 1. This completes the proof of
Proposition 5.1. �

Proof of Proposition 5.2. From equation (20), H satisfies the following homogeneous
linear differential equation

(107)

[
∂

∂T
−X(X − 1)

∂

∂X
− ZT (X − 1)−W (X − 1)Z

∂

∂Z

]
H = 0.

It follows that H(X,T, Z,W ) = exp(Z~(X,T,W )), for some ~ which satisfies the following
differential equation

∂

∂T
~−X(X − 1)

∂

∂X
~−W (X − 1)~ = T (X − 1).

Then we write ~(X,T,W ) =
∑∞

i=0 hi(X,W )T
i

i! . But by definition of H we have H =

1 + X−1
2 T 2Z + · · · which follows h0 = h1 = 0 and from the above equation it turns out

h2 = X − 1 = e1, hi+1 = (D +We1)hi−1, i ≥ 2,

or hi = 1
W (D +We1)i(1), for i ≥ 1. Finally we have

~′ =
1

W

∞∑
i=1

(
D +We1

)i
(1)

T i

i!
=

1

W

[
exp

(
W

∞∑
i=1

ei
T i

i!

)
−1

]

=
1

W

[(
1− U

1− UeT

)W
−1

]
.(108)

Therefore (89) follows. �

5.3. Proof of Theorem 5.2. In this final section we prove Theorem 5.2. The recursive
equation (10), which we repeat for convenience, says

(109)
s∑

k=1

k∑
i=0

Ek,i(n,X)Ps−k,i(n,X) = 0,

where Ek,i(n,X) is defined in (22).

We define coefficients a
(2k−`)
k,j (X) by the expansion

Ek,i(n,X) =
2k−i−1∑
`=0

a
(2k−`)
k,i (X)n2k−i−`, (n→∞),

The coefficient of n2s−` in the left hand side of (109) is

(110)
s∑

k=1

∑̀
p=0

k∑
i=0

a
(2k−`+p)
k,i (X)ρ

(2s−2k−p)
s−k,i (X).

Hence by definition of P(`)
i we have

(111)
∞∑
`=0

∑̀
p=0

∞∑
i=0

( ∞∑
k=i

a
(2k−`+p)
k,i (X)T k

)
P(p)
i (X,T ) = 1.

We show that for fixed i

(112)

∞∑
`,k=0

a
(2k−`)
k,i (X)T kW ` = C(W,T

∂

∂T
)

((
1− (X − 1)Λ(T,W )

)
H T i

i!

)∣∣∣∣
Z=T−1

.
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Note that one can consider this case as an special case of Theorem 5.2 when all ρ
(`)
s,i = 1

(s, i, ` ≥ 0).

To do this we need to write a
(2k−p)
k,i as a sum of terms which depend on k − i and i. The

function Ek,i(n,X) in equation (22) depends on n through the quantities
(
n−r
i

)
, Sr(n) and

Hn−i−r,k−i−r(n,X) (0 ≤ r ≤ k − i). We expand the first of these by(
n− r
i

)
=

1

i!

i∑
p=0

(−1)pSp(r, r + i− 1)ni−1,

where coefficients can be expressed in terms of Stirling numbers of the first and second
kind by (77). Using (19) and equation (90) we expand Hm,k in terms of qk,j(X). Finally
Sr(n) by the second part of Lemma 4.3 have the following expansion

Sr(n) =
2r−1∑
p=0

σp(r)

2rr!
n2r−p r ≥ 1.

Therefore from (22) we have

a
(2k−`)
k,i (X) =

k−i∑
j=1

∑̀
p=0

(−1)p
Sp(k + j − 1)q

(`−p)
k−i,j (X)

i! (k − i+ j)!

− (X − 1)
k−i∑
r=1

k−i−r∑
j=1

∑
p+p′+p′′=`

(−1)p
σp′(r)

2rr!

Sp(r, k + j − 1)

i! (k − i− r + j)!
q

(p′′)
k−i−r,j(X)

=
k−i∑
j=1

∑̀
p=0

(−1)p
[

k + j

k + j − p

]
q

(`−p)
k−i,j (X)

i! (k − i+ j)!

− (X − 1)

k−i∑
r=1

k−i−r∑
j=1

∑
p+p′+p′′=`

p∑
v=0

(−1)v+p
σp′(r)

{
v+r−1
r−1

}
2rr!

[
k+j

k+j−p+v
]

i! (k − i− r + j)!
q

(p′′)
k−i−r,j(X).

(113)

Expanding
[

k+j
k+j−p+v

]
by (80) and forming a generating function we can write this as

∞∑
k=0

a
(2k−`)
k,i (X)T k =

∑
k,j,p,t,t′≥0

(−1)p
(
t

t′

)
cp,t q

(`−p)
k−i,j (X)T k

(i− t′)! (k + j − i− t+ t′)!

− (X − 1)
∑

k,j,p,p′,v,t,t′,t′′≥0

(−1)p
(

t

t′, t′′

)
cp−v,t λ

(t′)
p′,v(T ) q

(`−p−p′)
k−i,j (X)T k+t′

(i− t′′)! (k + j − i− t+ t′ + t′′)!

=
∑̀
p=0

∑
t,t′≥0

(−1)p
(
t

t′

)
cp,tH

(t−t′)
`−p (X,T, Z)

T i+t−t
′

(i− t′)!

∣∣∣∣
Z=T−1

− (X − 1)
∑

p+p′=`

∑
v,t,t′,t′′≥0

(−1)p
(

t

t′, t′′

)
cp−v,t λ

(t)
p′,v(T )H

(t−t′−t′′)
`−p−p′ (X,T, Z)

T i+t−t
′′

(i− t′′)!

∣∣∣∣
Z=T−1

,

where λp,v and H` are as in (92), (91) respectively.

Now multiplying by W ` and summing over ` ≥ 0 and using the Leibniz rule we find
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∞∑
`=0

∞∑
k=0

a
(2k−`)
k,i (X)T kW `

=
∞∑
`=0

∑̀
p=0

2p∑
t=0

(−1)pcp,t
∂t

∂T t
(
H`−p(X,T, Z)

T i

i!

)
W `T t

∣∣∣∣
Z=T−1

− (X − 1)

∞∑
`=0

∑̀
p=0

p∑
v=0

2p∑
t=0

(−1)pcp−v,t
∂t

∂T t

(
H`−p−p′(X,T, Z)λp′,v(T )

T i

i!

)
W `T t

∣∣∣∣
Z=T−1

.

(114)

We note that except the term T i

i! the other terms are independent of i. From definitions
of H and Λ we get

∞∑
`,k=0

a
(2k−`)
k,i (X)T kW ` =

∞∑
`=0

∑̀
p=0

2p∑
t=0

(−1)pcp,tW
pT t

∂t

∂T t
(
H T i

i!

)∣∣∣∣
Z=T−1

− (X − 1)
∞∑
`=0

∑̀
p=0

2p∑
t=0

(−1)pcp,tW
pT t

∂t

∂T t

(
ΛH T i

i!

)∣∣∣∣
Z=T−1

.

Hence equation (112) follows from the definition of C(x, y).
Now in order to prove the statement of the theorem we multiply equation (111) by W `

and sum over all ` ≥ 0. For fixed i we replace inside the parenthesis of (111) with the
right hand side of (112) . Also replacing T by Z1 in Pi(X,T ) and passing through the
parenthesis and then summing over all i ≥ 0 the statement of theorem immediately follows
from the definition of R.
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